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AWS has decades of AI experience

AWS provides comprehensive capabilities, optimal pricing, and 
trusted security for customer-driven transformations

Amazon Bedrock

Amazon Q Amazon SageMaker

Amazon Transcribe
AWS Deep

Learning AMIs

Amazon KendraAmazon Fraud Detector
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AppSec reviews at AWS

We re-assessed each step of the existing AppSec review process 
for generative AI considerations

Design review Pentest scopeThreat model

Identify impacting 

and impacted 

components

Consider 

generative AI stack 

and related vectors

Cover domains 

of impact in 

each stack layer
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Generative AI stack’s three layers

Top layer: Applications leveraging 
FMs and LLMs

Middle layer: Tools for building with 
FMs and LLMs

Bottom layer: Infrastructure for 
FMs and LLMs

Each layer presents its own unique security challenges
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Bottom layer: infrastructure security

Container runtime security

Account security

• Safeguard the model’s environments

• Ensure customer data is isolated

• Verify strict access controls

• Adhere to principle of least privilege

Physical security

• Perimeter and access security
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Deep dive: Model format safety

Model formats are 
important – They can 
lead to container and 
account compromise
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Deep dive: Model format safety

Pickle

MsgPack

Protobuf

H5

Avro

Safetensors
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Deep dive: Model format safety

Memory attacks against Python? 

Corrupting interpreter’s memory 
via CVEs exploitations
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Deep dive: Model format safety
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Deep dive: Model format safety

Nearly every CVE affects the latest 
version of TensorFlow (2.16.1)
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Deep dive: Model format safety
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Deep dive: Model format safety

Use safe file formats, such as safetensors
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Middle layer: Tool security

Tool behaviors and structures

Application logic

• Scrutinize protection of outputs

• Guard against XSS, template 
injections, and other attacks

• Assess behaviors and capabilities

• Evaluate integrity of AI interactions
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Deep dive: Agency

Agency and agentic behavior  

LLMs + Tools = Risk
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Deep dive: Agency



© 2024, Amazon Web Services, Inc. or its affiliates. All rights reserved.

Deep dive: Agency
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Deep dive: Agency
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Deep dive: Agency
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Deep dive: Agency
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Deep dive: Agency
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Deep dive: Agency

Choose tools carefully!

Use deterministic behavior

Confirm mutating actions
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Top layer: Application security
A P P L I C A T I O N  L A Y E R  I S  M O S T  E X P O S E D  A N D  N E E D S  M I N I M A L  S K I L L  T O  E X P L O I T

Prompt-based testing

Factuality and Retrieval 
Augmented Generation (RAG)

Fine-tuning cycle
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Deep dive: Prefix/suffix attacks

Universal and transferable adversarial 
attacks on aligned language models

Andy Zou, et al.

https://doi.org/10.48550/arXiv.2307.15043

https://doi.org/10.48550/arXiv.2307.15043
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Deep dive: Prefix/suffix attacks

• Heuristic and direct calculation via 
gradient descent

• Heuristic discovery methods

▪ Stochastic search

▪ Annealed search

▪ Genetic 

▪ Nearest K
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Deep dive: Prefix/suffix attacks
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Lessons learned and strategies for success

• Review guidance from OWASP, MITRE Atlas, NIST, and governments

• Evaluate your company’s AI usage plans

• Be agile and prioritize

• Build on current security 
testing processes

• Plan for emerging 
technology growth

• Think through security 
and ethical concerns
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Recommended resources

• OWASP Top 10 for Large Language Model Applications 
owasp.org/www-project-top-10-for-large-language-model-applications 

• Universal and Transferable Adversarial Attacks on Aligned Language Models
doi.org/10.48550/arXiv.2307.15043

• Securing generative AI: An introduction to the Generative AI Security 
Scoping Matrix 
docs.aws.amazon.com/whitepapers/latest/aws-caf-for-ai/security-
perspective-compliance-and-assurance-of-aiml-systems.html 

• NIST AI Risk Management Framework 
www.nist.gov/itl/ai-risk-management-framework 

https://owasp.org/www-project-top-10-for-large-language-model-applications/
https://doi.org/10.48550/arXiv.2307.15043
https://docs.aws.amazon.com/whitepapers/latest/aws-caf-for-ai/security-perspective-compliance-and-assurance-of-aiml-systems.html
https://docs.aws.amazon.com/whitepapers/latest/aws-caf-for-ai/security-perspective-compliance-and-assurance-of-aiml-systems.html
https://www.nist.gov/itl/ai-risk-management-framework
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